NASA Science Mission Directorate (SMD)
Computational Modeling Capabilities Workshop
Pre-Workshop Survey: Resource Requirements

The purpose of this survey is to collect information about current High-End Computing modeling and simulation applications used to support SMD science investigations and missions. Respondents are requested to complete one survey per application.

Modeling Configuration:    

1. Short name/identifier: 

2. Short description of code(s):

3. Science or engineering driver (short description of connection to NASA science goals. If in support of a specific mission or instrument, please specify. If part of the science analysis of a specific mission or instrument data set, please specify):

	Resource 
	Baseline (current practice) 
	Previous Baseline (some prior year <= 5) 
	Deficiencies with Current Baseline
	Future Scenario 1 
	Future Scenario 2 

	
	
	<year> 
	
	<estimated year> 
	<estimated year> 

	1. Application Parameters  
	
	
	
	
	

	a. # Runs/year 
	
	
	
	
	

	b. Resolution (grid, # particles, etc.)
	
	
	
	
	

	c. Parallelism (MPI/OpenMP/ 
other?) 
	
	
	
	
	

	d. Grid type or domain   decomposition 
	
	
	
	
	

	e. Other (specify) 
	
	
	
	
	

	
	
	
	
	
	

	2. Compute 
	
	
	
	
	

	a. # Wall clock-hours 
	
	
	
	
	

	b. # CPU (cores) 
	
	
	
	
	

	c. Percent I/O time 
	
	
	
	
	

	d. Scalability 
	
	
	
	
	

	e. Usual comp. platform 
	
	
	
	
	

	
	
	
	
	
	

	3.  Memory  
	
	
	
	
	

	a. Total 
	
	
	
	
	

	b. Per-node 
	
	
	
	
	

	
	
	
	
	
	

	4. Storage 
	
	
	
	
	

	a. Output footprint (disk) (GB) 
	
	
	
	
	

	b. Total output (GB) 
	
	
	
	
	

	c. Total no. of files 
	
	
	
	
	

	d. Input footprint   (disk) (GB) 
	
	
	
	
	

	e. Total input (GB) 
	
	
	
	
	

	f. Archive (TB) 
	
	
	
	
	

	g. Lifetime (years) 
	
	
	
	
	

	
	
	
	
	
	

	5. Software Complexity 
	
	
	
	
	

	a. Prog. language(s) 
	
	
	
	
	

	b. # SLOC 
	
	
	
	
	

	c. Platforms (portability) 
	
	
	
	
	

	d. Commercial licenses (e.g., MATLAB) 
	
	
	
	
	

	e. Use software repository? 
	
	
	
	
	

	f. Debuggers 
	
	
	
	
	

	
	
	
	
	
	


	6. Post-Execution Visualization/
Analysis 
	
	
	
	
	

	a. Short description of visualization/
analysis process
	
	
	
	
	

	b. Tools used         (commercial or       otherwise) 
	
	
	
	
	

	c. Hardware requirements 
	
	
	
	
	

	d. Network BW (MB/s) 
	
	
	
	
	

	e.  Duration
	
	
	
	
	

	f. Data distribution to external collaborators, customers, or home institution?
	
	
	
	
	


Other Issues: 

Responders should also come to the workshop prepared to discuss a number of broader issues that impact on NASA computing investments. No formal preliminary response is expected. A subset of these issues includes: 

1. Application evolution

a. New application or major overhaul
b. New primary programming language
c. New parallelism paradigm (e.g., MPI, OpenMP, hybrid, multi-level)
d. Adoption of application framework
e. New gridding methodology (e.g., structured, unstructured, adaptive)
f. Major algorithmic changes

2. Data analysis and visualization

a. Performance or access challenges?
b. Desired software or user tools?
c. Analysis and Visualization services  

   (e.g., large-scale data analysis, rendering, concurrent visualization, visualization walls) 

3. Application support

a. Software evolution challenges (move from “Data analysis”)
b. Developer tools (compilers, debuggers, parallelization tools, performance analyzers)
c. Application services  

   (e.g., porting, debugging, parallelization, scaling, performance analysis, and optimization) 

4. User environments

a. Higher-level programming environments and languages
b. Application frameworks  

    (e.g., for multi-physics, multi-model, multi-grid, and/or multi-scale coupling) 

c. Ensemble management (e.g., managing computations and data, data analysis, visualization)
d. Results verification and validation (e.g., comparison of model results, experimental results)
e. User interface (intuitive interfaces to supercomputing resources and services) 

5. Queueing policy 

How do current queueing policies impact productivity? Is daytime turnaround too slow? Do you avoid large-CPU runs to get better throughput? Etc. 

6. I/O Performance 

What investments should be made in applications and/or file systems to enable better I/O performance? 

7. Accelerators (Cell, GPU, FPGA) 

What is your experience and level of interest in pursuing nontraditional processors to achieve greater experience? What are the major barriers to adoption? 

8. Service Oriented Architectures (SOA) 

Are you interested in accessing services with your application? Are you interested in providing services to other applications? 

9.  IT Security 

Are there aspects of IT Security policy and/or implementation that impact your productivity?   

10. Workforce issues 

Do you have concerns about availability of necessary skills, experience, training, etc.? 

Instructions: 

There are 4(5) columns. Please fill in all columns as follows:

Baseline is what you typically do today. This may be a single code, or a collection of codes run together to produce an output product, which is then post-processed or analyzed to obtain the science or engineering result. This survey assumes that some code is typically run one or more times to produce an output product, which is then analyzed in a separate step (either individually or as a group, and perhaps in combination with other data like satellite observations). If this is not your process, then please explain in 2. Short description of code(s) what you typically do, and fill out the rest as best you can.

Previous Baseline is what you did some years ago (to give an indication of the historical growth in requirements over, say, the last 5 years).  

Deficiencies are current computing center or hardware capabilities (including networking) that limit what you are able to do today. 

Future Scenario is what you realistically think you could do in, say, 5 years, if the computing center resources were available. Try not to overestimate the evolved capability of your application in the same time period. Pick a shorter time frame (3 years) if your scenario would have higher confidence. 

The rows are application characteristics.

1. Application Parameters 

a. Indicate the nominal number of independent runs of this type during a calendar year. All other parameters should be indicative of a single experiment. (Note, that it is understood that each experiment is likely to consist of a series of executions within a queueing system.  

b. Provide a set of high-level parameters that broadly categorize the computational work for this experiment. Typically this will be grid resolution and model time step, but could be number of particles, or some other measure of the computation.

c. Identify the primary mechanism for parallelism for this application. Serial, MPI, OpenMP, hybrid, etc.

d. Describe the primary computational grid and/or domain decomposition strategy for your application.  E.g. lat-lon grid with 2D Cartesian decomposition.

e. Is there some other significant detail that must be specified to distinguish this experiment from others? E.g. models that have multiple modes of execution with significantly different costs. 

2. Compute

a. How many wall clock-hours does a single experiment require? This should be summed over multiple batch jobs to represent an entire experiment. (Units are very important for analysis of experiments across SMD.)

b. What is the canonical number of processing cores used for this experiment. 

c. Estimate the fraction of wall-time is consumed in I/O operations. 

d. If batch/queueing policies were not an issue, how many CPUs (cores) could this application use without unacceptable losses to efficiency? 

e. Please specify which computing platform items responses 2a-c are based upon. If it is a NAS/NCCS platform, the name should be sufficient. If something else, please identify type of CPU, clock speed, memory size and network to the best of your ability. 

3. Memory

a. What is the minimum memory required for the image of the entire application?

b. What is the minimum memory per shared-memory segment for the application at the scale specified in (2b)? 

c. What is the minimum memory of the root process? (In many applications, the root process requires larger memory for I/O purposes.

 4. Storage

a. What is amount of output disk storage required for execution and management of the experiment in gigabytes? For most applications, this amount is substantially smaller than the total output for the experiment, as older segments can be archived to slower media or deleted entirely. 

b. What is the total amount of data that is transferred to disk during a run? (In many cases this will be the same as (a). 

c. What is the total number of files created? 

d. What is the amount of disk storage required for input? 

e. What is the total amount of data read from disk? (In many cases this will be the same as (c).)

f. What is the total amount of data in terabytes (TB) that must be archived from the experiment?

g. What is the lifetime of the archive data in years? I.e., when if ever could the data be deleted due to obsolescence?

 5. Software Complexity

a. Which programming language (or languages) dominate this application? (FORTRAN, C, C++, Python, etc.) If the application is developed elsewhere and only used as a “black box” in your group, please specify here.

b. How many source lines of code (SLOC) is your application? Only a rough estimate is needed.

c. How portable is this application? List platforms/architectures it can currently run on. Also specify whether the application works with multiple compilers.

d. Are commercial licenses (aside from compilers) required for this application? E.g., is some of the primary computation using MATLAB or other application?

e. Do you (or the model developers) use a software repository tool to manage this application? E.g., CVS, Subversion (SVN), GIT, etc. 

f. How many processes do you require to be support by a debugger to be of value? Debuggers are often very expensive to license for the scale of an entire system. (Significant cost savings can be obtained if licenses for a fraction of the machine are sufficient for debugging.

6. Post-Execution Visualization/Analysis

a. Describe how the experiment runs are analyzed (narrative). Are outputs used individually or in groups? Do you need to move the outputs in order to do the analysis? Other data sets required? What kind of computing platform? 

b. What tools do you use (IDL, MATLAB, homegrown, etc.)? 

c. Are these tools only supported on certain architectures? If so, which ones? 

d. Estimate the network bandwidth (MB/s) for effective use of these tools.

e. How long does the post execution analysis take? Days, weeks, months?

f. Do the runs need to be made available to a group of collaborators or an external community via some archive and distribution capability? Do you do that yourself, or rely on the computing center, a DAAC, or some other mechanism?
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